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Traditional toolbox for

statistics

hypothetical value

or
Binomial test

Type of Data
Goal Measurement Rank, Score, or Measurement | Binomial Survival Time
( 6 (
Population) Population) Outcomes)
Describe one group Mean, SD Median, interquartile range | Proportion | Kaplan Meier survival
curve
Compare one group toa One-sample ttest | Wilcoxon test Chi-square

Compare two Unpaired t test Mann-Whitney test Fisher'stest | Log-rank test or
unpaired groups (chi-square | Mantel-Haenszel*
for large
samples)
Compare two paired groups | Paired t test Wilcoxon test McNemar's | Conditional
test proportional hazards
regression*
Compare three or more One-way ANOVA | Kruskal-Wallis test Chi-square | Cox proportional
unmatched groups test hazard regression**
Compare three or more Repeated- Friedman test Cochrane 0** | Conditional
matched groups measures ANOVA proportional hazards
regression**
Quantify association Pearson correlation | Spearman correlation Contingency
between two variables coefficients™
Predict value from another | Simple linear Nonparametric regression™ | Simple Cox proportional
measured variable regression logistic hazard regression*
or regression*
Nonlinear
regression

Predict value from several
measured or binomial
variables

Multiple linear
regression*

or

Multiple nonlinear
regression**

Multiple
logistic
regression*

Cox proportional
hazard regression*




Performance of traditional tools
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Post-hoc model manipulation

Targeted

Learning THIS 15 YOUR MACHINE LEARNING SYSTETM?

Mark van der YUP! YOU POUR THE DATA INTO THIS BIG
PILE OF LINEAR ALGEBRA, THEN COLLECT
Human Art in THE HMSLJERS ON 1HE UFHER S‘DE.

Statistics
e WHAT IF THE ANSLERS ARE LJRONG? )

JUST STiR THE PILE UNTIL
THEY START LOOKING RIGHT.

PSR SR A A .




Why care about statistical inference?
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John P.A.loannidis

False-Positive Psychology: Undisclosed
Flexibility in Data Collection and Analysis
Allows Presenting Anything as Significant

Joseph P. Simmons', Leif D. Nelsonl, and Uri Simonsohn'
"The Wharton School, University of Pennsylvania, and *Haas School of Business, University of California, Berkeley

The Statistical Crisis in Science

Data-dependent analysis—a “garden of forking paths”— explains why many
statistically significant comparisons don't hold up.

Andrew Gelman and Eric Loken
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Targeted Learning for answering statistical and
causal questions with confidence intervals

A

Causal frameworks
S Causal Frameworks
minimize causal gap

<> [Closest Statistical Target]

Machine + Targeted Learning Machine Learnin
minimize statistical gap 9

() Untargeted Estimate

Closer to truth
(but still too far)

Best Statistical
Estimate Uncertainly still not

Closest to truth accurately quantified

Accurately quantify )
uncertanty Targeted Learning




Targeted Learning is a subfield of statistics
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van der Laan & Rose, Targeted van der Laan & Rose, Targeted

Adaptive . . . .
e Learning: Causal Inference for Learning in Data Science: Causal

Designs

Observational and Experimental Inference for Complex Longitudinal
Eenahrr,:?ng Data. New York: Springer, 2011. Studies. New York: Springer, 2018.

Future of
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Better clinical decisions from observational data

Statistics

Research Article
Received 24 May 2013, Accepled S January 2014 Published online 17 February 2014 in Wiley Online Library
(wileyonlinelibrary.com) DOIL: 10.1002/sim.6099

Targeted learning in real-world
comparative effectiveness research with
time-varying interventions

Romain Neugebauer,”*" Julie A. Schmittdiel* and
Mark J. van der Laan
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Standard methods: No benefit to more Targeted Learning: More aggressive intensification
aggressive intensification strategy protocols result in better outcomes
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The roadmap for statistical learning

AT
STEP 1:

DESCRIBE
EXPERIMENT

STEP 2:
SPECIFY
STATISTICAL MODEL

STEP 3:
DEFINE
STATISTICAL QUERY

STEP 4:
CONSTRUCT
ESTIMATOR

STEP 5:
OBTAIN

INFERENCE




What is the experiment that generated the data?

Targeted
Learning STEP 1:
Mark van der DESCRIBE

Laan EXPERIMENT Three multi-national RCTs assessing

impact of corticosteroids on mortality

STEP 2: among septic shock patients
SPECIFY
STATISTICAL MODEL

STEP 3:

Roadmap for
Targeted DEFINE

Learning STATISTICAL QUERY

STEP 4:
CONSTRUCT
ESTIMATOR

STEP 5:
OBTAIN

INFERENCE
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What is the experiment that generated the data?

STEP 1:

DESCRIBE
EXPERIMENT

STEP 2:
SPECIFY
STATISTICAL MODEL

STEP 3:
DEFINE
STATISTICAL QUERY

STEP 4:
CONSTRUCT
ESTIMATOR

STEP 5:
OBTAIN

INFERENCE

Three multi-national RCTs assessing
impact of corticosteroids on mortality
among septic shock patients

Previous Meta .
32 RCT

Previous Meta

3 RCT

0.8 0.9 1.0 1.1
Relative Risk for Mortality
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What is the experiment that generated the data?

STEP 1:

DESCRIBE
EXPERIMENT

STEP 2:
SPECIFY
STATISTICAL MODEL

STEP 3:
DEFINE
STATISTICAL QUERY

STEP 4:
CONSTRUCT
ESTIMATOR

STEP 5:
OBTAIN

INFERENCE

Three multi-national RCTs assessing
impact of corticosteroids on mortality
among septic shock patients

Pooled sample of n=1,300 adults in septic shock

w

pre-treatment covariates
(e.g. biomarkers)

/ N\

steroid treatment (A=1) ———» | mortality
or no steriods (A=0)



What is known about stochastic relations for the
observed variables?
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Learning [ STEP 1: \
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Laan isty,
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Human Art in

Statistics STEP 2:

- SPECIFY

IargE_ted _ STATISTICAL MODEL

Data Séence STEP P
3:

Road fi 1

T::geTeZ::lp “ DEFINE

Learning STATISTICAL QUERY

Theoretical

Underpinnings STEP 4:

[ CONSTRUCT

Experimental ESTIMATOR

Designs True data-generating

ol STEP 5: process (DGP)

Learning OBTAIN

Future of

INFERENCE
Targeted \ /

Learning




What is the target estimand that we want to learn
from the data?

Targeted
Learning STEP 1:
Mark van der DESCRIBE
Lean EXPERIMENT

STEP 2:
SPECIFY What is the average difference in

STATISTICAL MODEL ,
mortality between treatment groups

STEP 3: when adjusting for covariates?

Roadmap for
Targeted DEFINE

Learnin STATISTICAL QUERY
5 U(PRy) = Eo(EolY|A = 1,W] — Eo[Y]A = 0,W])

STEP 4:
CONSTRUCT
ESTIMATOR

STEP 5:
OBTAIN

INFERENCE




How should we estimate the target estimand?

Targeted
Learning ( STEP 1: \

Marll<_van der DESCRIBE
aan EXPERIMENT
TarceTeD Maximum LikeLinoob Estimarion
STEP 2:
SPECIFY
STATISTICAL MODEL @ Initial estimation of Ey[Y|A, W]
with super (machine) learning
STEP 3:
?2?:3;” for DEFINE @ Updating initial estimate to acheive
sl SLIRIG S optimal bias-variance trade-off for ()
STEP 4:
CONSTRUCT
237 LA TMLE estimates are optimal:
STEP 5: plug-in, efficient, unbiased, finite sample robust
OBTAIN

INFERENCE



How should we approximate the sampling
distribution of our estimator?

Targe'_ted
Learning /T\
Mark van der
DESCRIBE Due to targeting (step @), the TMLE behaves as

taan EXPERIMENT
the sample mean of efficient influence function

STEP 2:
SPECIFY
STATISTICAL MODEL

Previous Meta
32RCT

STEP 3:

Roadmap for
Targeted DEFINE

Learning STATISTICAL QUERY

Previous Meta | |
3 RCT | |

STEP 4:
CONSTRUCT

ESTIMATOR
TMLE

STEP 5:
OBTAIN
0.8 09 1.0 1.1

INFERENCE o ,
Relative Risk for Mortality
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Effect of targeting on sampling distribution

n = 2500, t = 0.222, h = 0.2091
151 ;

101

= type
g [7] Initial_hal
k] ] T™MLE_hal

040 045 050 0.55
CDF_h
Truth = smoothed Pr(TE(W) <= t) at dashed line



What is the optimal rule for assigning
corticosteroids to patients in septic shock?

Targeted
Learning ( \
STEP 1:
Marll(_;/aa: der DESCRIBE
EXPERIMENT

STEP 2: Overall
SPECIFY
STATISTICAL MODEL

STEP 3:

Roadmap for
Targeted DEFINE

Learning STATISTICAL QUERY

Non-Responders

STEP 4:
CONSTRUCT Responders
ESTIMATOR

. 0.8 1.0 1.2
CS)-IgETll)-\ISN Relative Risk for mortality

INFERENCE
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Super learner

LIBRARY

COMPETITION

WINNER

Linear model

BART

Random Forest

Neural Lasso

Network
HAL

Regression splines

Cross-validated
performance of
learners + ensembles

Learning s Training
Set Set

“Mvalidation
Set

Fold 1

BART

Oracle inequality tells us cross-validation is optimal for selection among estimators
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Super learner performance in practice

Method

SuperLearner comparison.png
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Highly Adaptive Lasso (HAL)

¢ Any d-dimensional cadlag function (i.e. right-continuous)
can be represented as a possibly infinite linear combination
of spline basis functions.

® The variation norm / complexity of a function is the
Li-norm of the vector of coefficients.

Converges to true function at rate n=*/3(log n)9/?
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HAL performance for d=3

10
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Yo(X)= =25 (X< =3) + 2.5 I(x; > =2) — 2 1(x,>0) + 2.5x5 I(x;>2)
=25 1(x>3) + 1(xo > =1) — 4x3 |(Xxa>1)+ 2 1(xo>3)
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Worst f(x)

Mean f(x)

Best f(x)

Method

SuperLearner (Convex)

SuperLearner (HAL)

Relative MSE

2
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TMLE follows a path of maximal change in target
estimand per unit of information /likelihood

Targeted
Learning TMLE with Universal Least Favorable Submodel (n=400)
Mark van der

Laan W(Po)

0315 Estimate

== |nitial

= Truth

== Update (correct)
== Update (wrong)
Theoretical
Underpinnings

Average Treatment Effect

0.003 0.006
Change in log likelihood
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Can we break HAL-TMLE?

95% Confidence Interval Coverage
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Robust inference for adaptive sequential RCTs

”

Optimal intervention allocation: “Learn as you go

Classic Randomized Trial:

Longer implementation, higher cost

v’ Is the intervention

effective? Targeted Learning for Aol
. . . nalysis
¥ For whom? Adaptive Trial Designs Results
v" How much will they
benefit?
qandomiyg
Learn faster,
with fewer
patients
4nalyze



Balanced vs. adaptive sequential design

Targeted
Learning Percent Samples following the Optimal Rule at Sample Size: 200

Mark van der
Laan

Human Art in

P Balanced
Statistics

50.39
Role of
Targeted

Learning in
Data Science

Roadmap for
Targeted
Learning

Theoretical
Underpinnings

Adaptive Adaptive

Experimental
Designs

Online
Learning

Future of
Targeted
Learning



Balanced vs. adaptive sequential design

Targeted
Learning

Mark van der

Laan
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Online super learning in the ICU

Targeted

L. i . o
carmne Adaptive algorithm
Mark van der

Laan

® Regularly updated with batches of new data

® | earns from both
@ within individual time series, and

@ across patients

® Uncertainty of forecasts assessed with prediction intervals

Online
Learning



15-minute ahead forecasts with prediction intervals
for patient with hypotensive episodes

Targeted
Learning 90-

Mark van der
Laan

©
Q

Mean Arterial Blood Pressure
(2] ~
Q O

Online 50

Learning . . v .

0 100 200 300 400
Time (Minutes)



Targeted
Learning

Mark van der
Laan

Human Art in
Statistics

Role of
Targeted
Learning in
Data Science

Roadmap for
Targeted
Learning

Theoretical
Underpinnings

Adaptive
Experimental
Designs

Online

Learning

Future of
Targeted
Learning

Future of Targeted Learning

plY U.S. FOOD & DRUG

ADMINISTRATION

.
.

% FlmteSampIe;L
Inference
9 \

Eret

f\

accenture




	Human Art in Statistics
	Role of Targeted Learning in Data Science
	Roadmap for Targeted Learning
	Theoretical Underpinnings
	Adaptive Experimental Designs
	Online Learning
	Future of Targeted Learning

	4.PlayPauseRight: 
	4.PlayRight: 
	4.PauseRight: 
	4.PlayPauseLeft: 
	4.PlayLeft: 
	4.PauseLeft: 
	anm4: 
	4.205: 
	4.204: 
	4.203: 
	4.202: 
	4.201: 
	4.200: 
	4.199: 
	4.198: 
	4.197: 
	4.196: 
	4.195: 
	4.194: 
	4.193: 
	4.192: 
	4.191: 
	4.190: 
	4.189: 
	4.188: 
	4.187: 
	4.186: 
	4.185: 
	4.184: 
	4.183: 
	4.182: 
	4.181: 
	4.180: 
	4.179: 
	4.178: 
	4.177: 
	4.176: 
	4.175: 
	4.174: 
	4.173: 
	4.172: 
	4.171: 
	4.170: 
	4.169: 
	4.168: 
	4.167: 
	4.166: 
	4.165: 
	4.164: 
	4.163: 
	4.162: 
	4.161: 
	4.160: 
	4.159: 
	4.158: 
	4.157: 
	4.156: 
	4.155: 
	4.154: 
	4.153: 
	4.152: 
	4.151: 
	4.150: 
	4.149: 
	4.148: 
	4.147: 
	4.146: 
	4.145: 
	4.144: 
	4.143: 
	4.142: 
	4.141: 
	4.140: 
	4.139: 
	4.138: 
	4.137: 
	4.136: 
	4.135: 
	4.134: 
	4.133: 
	4.132: 
	4.131: 
	4.130: 
	4.129: 
	4.128: 
	4.127: 
	4.126: 
	4.125: 
	4.124: 
	4.123: 
	4.122: 
	4.121: 
	4.120: 
	4.119: 
	4.118: 
	4.117: 
	4.116: 
	4.115: 
	4.114: 
	4.113: 
	4.112: 
	4.111: 
	4.110: 
	4.109: 
	4.108: 
	4.107: 
	4.106: 
	4.105: 
	4.104: 
	4.103: 
	4.102: 
	4.101: 
	4.100: 
	4.99: 
	4.98: 
	4.97: 
	4.96: 
	4.95: 
	4.94: 
	4.93: 
	4.92: 
	4.91: 
	4.90: 
	4.89: 
	4.88: 
	4.87: 
	4.86: 
	4.85: 
	4.84: 
	4.83: 
	4.82: 
	4.81: 
	4.80: 
	4.79: 
	4.78: 
	4.77: 
	4.76: 
	4.75: 
	4.74: 
	4.73: 
	4.72: 
	4.71: 
	4.70: 
	4.69: 
	4.68: 
	4.67: 
	4.66: 
	4.65: 
	4.64: 
	4.63: 
	4.62: 
	4.61: 
	4.60: 
	4.59: 
	4.58: 
	4.57: 
	4.56: 
	4.55: 
	4.54: 
	4.53: 
	4.52: 
	4.51: 
	4.50: 
	4.49: 
	4.48: 
	4.47: 
	4.46: 
	4.45: 
	4.44: 
	4.43: 
	4.42: 
	4.41: 
	4.40: 
	4.39: 
	4.38: 
	4.37: 
	4.36: 
	4.35: 
	4.34: 
	4.33: 
	4.32: 
	4.31: 
	4.30: 
	4.29: 
	4.28: 
	4.27: 
	4.26: 
	4.25: 
	4.24: 
	4.23: 
	4.22: 
	4.21: 
	4.20: 
	4.19: 
	4.18: 
	4.17: 
	4.16: 
	4.15: 
	4.14: 
	4.13: 
	4.12: 
	4.11: 
	4.10: 
	4.9: 
	4.8: 
	4.7: 
	4.6: 
	4.5: 
	4.4: 
	4.3: 
	4.2: 
	4.1: 
	4.0: 
	anm3: 
	3.99: 
	3.98: 
	3.97: 
	3.96: 
	3.95: 
	3.94: 
	3.93: 
	3.92: 
	3.91: 
	3.90: 
	3.89: 
	3.88: 
	3.87: 
	3.86: 
	3.85: 
	3.84: 
	3.83: 
	3.82: 
	3.81: 
	3.80: 
	3.79: 
	3.78: 
	3.77: 
	3.76: 
	3.75: 
	3.74: 
	3.73: 
	3.72: 
	3.71: 
	3.70: 
	3.69: 
	3.68: 
	3.67: 
	3.66: 
	3.65: 
	3.64: 
	3.63: 
	3.62: 
	3.61: 
	3.60: 
	3.59: 
	3.58: 
	3.57: 
	3.56: 
	3.55: 
	3.54: 
	3.53: 
	3.52: 
	3.51: 
	3.50: 
	3.49: 
	3.48: 
	3.47: 
	3.46: 
	3.45: 
	3.44: 
	3.43: 
	3.42: 
	3.41: 
	3.40: 
	3.39: 
	3.38: 
	3.37: 
	3.36: 
	3.35: 
	3.34: 
	3.33: 
	3.32: 
	3.31: 
	3.30: 
	3.29: 
	3.28: 
	3.27: 
	3.26: 
	3.25: 
	3.24: 
	3.23: 
	3.22: 
	3.21: 
	3.20: 
	3.19: 
	3.18: 
	3.17: 
	3.16: 
	3.15: 
	3.14: 
	3.13: 
	3.12: 
	3.11: 
	3.10: 
	3.9: 
	3.8: 
	3.7: 
	3.6: 
	3.5: 
	3.4: 
	3.3: 
	3.2: 
	3.1: 
	3.0: 
	anm2: 
	2.99: 
	2.98: 
	2.97: 
	2.96: 
	2.95: 
	2.94: 
	2.93: 
	2.92: 
	2.91: 
	2.90: 
	2.89: 
	2.88: 
	2.87: 
	2.86: 
	2.85: 
	2.84: 
	2.83: 
	2.82: 
	2.81: 
	2.80: 
	2.79: 
	2.78: 
	2.77: 
	2.76: 
	2.75: 
	2.74: 
	2.73: 
	2.72: 
	2.71: 
	2.70: 
	2.69: 
	2.68: 
	2.67: 
	2.66: 
	2.65: 
	2.64: 
	2.63: 
	2.62: 
	2.61: 
	2.60: 
	2.59: 
	2.58: 
	2.57: 
	2.56: 
	2.55: 
	2.54: 
	2.53: 
	2.52: 
	2.51: 
	2.50: 
	2.49: 
	2.48: 
	2.47: 
	2.46: 
	2.45: 
	2.44: 
	2.43: 
	2.42: 
	2.41: 
	2.40: 
	2.39: 
	2.38: 
	2.37: 
	2.36: 
	2.35: 
	2.34: 
	2.33: 
	2.32: 
	2.31: 
	2.30: 
	2.29: 
	2.28: 
	2.27: 
	2.26: 
	2.25: 
	2.24: 
	2.23: 
	2.22: 
	2.21: 
	2.20: 
	2.19: 
	2.18: 
	2.17: 
	2.16: 
	2.15: 
	2.14: 
	2.13: 
	2.12: 
	2.11: 
	2.10: 
	2.9: 
	2.8: 
	2.7: 
	2.6: 
	2.5: 
	2.4: 
	2.3: 
	2.2: 
	2.1: 
	2.0: 
	anm1: 
	1.99: 
	1.98: 
	1.97: 
	1.96: 
	1.95: 
	1.94: 
	1.93: 
	1.92: 
	1.91: 
	1.90: 
	1.89: 
	1.88: 
	1.87: 
	1.86: 
	1.85: 
	1.84: 
	1.83: 
	1.82: 
	1.81: 
	1.80: 
	1.79: 
	1.78: 
	1.77: 
	1.76: 
	1.75: 
	1.74: 
	1.73: 
	1.72: 
	1.71: 
	1.70: 
	1.69: 
	1.68: 
	1.67: 
	1.66: 
	1.65: 
	1.64: 
	1.63: 
	1.62: 
	1.61: 
	1.60: 
	1.59: 
	1.58: 
	1.57: 
	1.56: 
	1.55: 
	1.54: 
	1.53: 
	1.52: 
	1.51: 
	1.50: 
	1.49: 
	1.48: 
	1.47: 
	1.46: 
	1.45: 
	1.44: 
	1.43: 
	1.42: 
	1.41: 
	1.40: 
	1.39: 
	1.38: 
	1.37: 
	1.36: 
	1.35: 
	1.34: 
	1.33: 
	1.32: 
	1.31: 
	1.30: 
	1.29: 
	1.28: 
	1.27: 
	1.26: 
	1.25: 
	1.24: 
	1.23: 
	1.22: 
	1.21: 
	1.20: 
	1.19: 
	1.18: 
	1.17: 
	1.16: 
	1.15: 
	1.14: 
	1.13: 
	1.12: 
	1.11: 
	1.10: 
	1.9: 
	1.8: 
	1.7: 
	1.6: 
	1.5: 
	1.4: 
	1.3: 
	1.2: 
	1.1: 
	1.0: 
	anm0: 
	0.99: 
	0.98: 
	0.97: 
	0.96: 
	0.95: 
	0.94: 
	0.93: 
	0.92: 
	0.91: 
	0.90: 
	0.89: 
	0.88: 
	0.87: 
	0.86: 
	0.85: 
	0.84: 
	0.83: 
	0.82: 
	0.81: 
	0.80: 
	0.79: 
	0.78: 
	0.77: 
	0.76: 
	0.75: 
	0.74: 
	0.73: 
	0.72: 
	0.71: 
	0.70: 
	0.69: 
	0.68: 
	0.67: 
	0.66: 
	0.65: 
	0.64: 
	0.63: 
	0.62: 
	0.61: 
	0.60: 
	0.59: 
	0.58: 
	0.57: 
	0.56: 
	0.55: 
	0.54: 
	0.53: 
	0.52: 
	0.51: 
	0.50: 
	0.49: 
	0.48: 
	0.47: 
	0.46: 
	0.45: 
	0.44: 
	0.43: 
	0.42: 
	0.41: 
	0.40: 
	0.39: 
	0.38: 
	0.37: 
	0.36: 
	0.35: 
	0.34: 
	0.33: 
	0.32: 
	0.31: 
	0.30: 
	0.29: 
	0.28: 
	0.27: 
	0.26: 
	0.25: 
	0.24: 
	0.23: 
	0.22: 
	0.21: 
	0.20: 
	0.19: 
	0.18: 
	0.17: 
	0.16: 
	0.15: 
	0.14: 
	0.13: 
	0.12: 
	0.11: 
	0.10: 
	0.9: 
	0.8: 
	0.7: 
	0.6: 
	0.5: 
	0.4: 
	0.3: 
	0.2: 
	0.1: 
	0.0: 


