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Disclosures

● The presenter, Janick Weberpals, is a former employee of Hoffmann-La 
Roche Ltd. and held shares in Hoffmann-La Roche Ltd.

● The research in this presentation was conducted during the presenters 
postdoctoral fellowship program funded by Hoffmann-La Roche Ltd.

● All studies covered in this presentation are published and are publicly 
accessible



Computational approaches that aim
to mimic (human) intelligence

Make predictions from data by 
“learning by examples”

A type of machine learning using 
highly flexible, complex algorithms

Adapted from: https://towardsdatascience.com/deep-learning-weekly-piece-the-differences-between-ai-ml-and-dl-b6a203b70698



Can deep learning significantly enhance 
our ability to make causal predictions in 
comparative effectiveness and safety 
research?



Prognostic/predictive scores in oncology
• Clinical decision making

– Treatment decision making
– NCCN guidelines partly rely on risk models
– Trial eligibility criteria (e.g. expected survival)

• Clinical drug development and basic research

• Methodologically interesting (disease risk scores)

• Patient need for information about the future

➢ Historically TNM staging used to be most important 
information

➢ Changes in era of precision oncology
o Biomarker 
o Digital pathology
o Tumor-agnostic approvals (e.g. MSI-high tumors)
o Multimodal prognostic/predictive scores Targeted therapy for subgroups of patients selected 

via the right diagnostic tools or biomarkers.



Motivation

Contemporary 
prognostic models

Royal Marsden Hospital 
Hospital Score (RMHS), 
International Prognostic 
Index (IPI), Glasgow 
prognostic score (GPS)

- Glasgow 
prognostic score 
GPS)

Increasing access 
to more data

Horizontal information 
(more variables)
Vertical information (larger 
sample size)

Increasing 
computational 
resources
Advanced analytical 
methods such as deep 
learning

Increased prognostic performance? 

FDA provided updated guidance on patient enrichment 
strategies in investigational studies1 aiming to 

(i) decrease interpatient variability
(ii) identify high-risk patients to enable prognostic 

enrichment strategies
(iii) to identify more responsive patients for predictive 

enrichment

1 Enrichment Strategies for Clinical Trials to Support Approval of Human Drugs and Biological Products (March 2019). Available at:
http://www.fda.gov/regulatory-information/search-fda-guidance-documents/enrichment-strategies-clinical-trials-support-approval-human-
drugs-and-biological-products

http://www.fda.gov/regulatory-information/search-fda-guidance-documents/enrichment-strategies-clinical-trials-support-approval-human-drugs-and-biological-products


Becker T, Weberpals J, Jegg AM, So WV, Fischer A, Weisser M, Schmich F, Rüttinger D, Bauer-Mehren A. An enhanced prognostic score for overall survival of patients with cancer derived from a large real-world cohort. Ann Oncol. 2020 Nov;31(11):1561-
1568.

Real wOrld PROgnostic score (ROPRO)



Methods - Database and covariate ascertainment

EHR: electronic health records; RWE: real-world evidence.



Becker T, Weberpals J, Jegg AM, So WV, Fischer A, Weisser M, Schmich F, Rüttinger D, Bauer-Mehren A. An enhanced prognostic score for overall survival of patients with cancer derived from a large real-world cohort. Ann Oncol. 2020 Nov;31(11):1561-
1568.

Study design (adapted from Schneeweiss S. et al. Ann Intern Med. 2019 Mar 19;170(6):398-406)

T0 / index date
(initiation of 1L therapy for 

respective cancer type)

I/E criteria {-30 days;0}:
- Labs
- Biomarker
- Vital status
- …

I/E criteria {T0}:
- Age
- Gender
- …

I/E criteria {T0}:
- Diagnosed with one of the 17 

available cancer types in 
Flatiron Health database

- Any 1L therapy for 
respective cancer

- High missingness in records 
(>75%)

Follow-up

Follow-up time was computed as time from index date to the 
date of death due to any reason or to patient’s last 
documented clinic contact or database lock (31 December 
2019 | database version Feb 2020), whichever occurred first





Covariate selection and 
modelling
● Model selection on 46 variables 

● Main model: Backward selection with family-
wise error rate

● COX-LASSO plus 10-fold cross-validation

ROPRO was specified as:

HRxi : estimated HR for variable i
mi : variable mean in Flatiron Health dataset
mij : variable value of patient j for variable i



Results
Model selection resulted in 
highly prognostic variables:

- 27 covariates in 
backward selection

- 28 covariates in LASSO 
model

- 26 covariates 
coincided (Pearson 
correlation of r2 = 
0.993)

Resulting patient individual 
ROPRO score is based on a 
weighted sum of the 
patients’ differences from 
the respective reference 
means of each variable 
(according to formula shown 
earlier)

↑ROPRO score = ↑HazardOS

Becker T, Weberpals J, Jegg AM, So WV, Fischer A, Weisser M, Schmich F, Rüttinger D, Bauer-Mehren A. An enhanced prognostic score for overall survival of patients with cancer derived from a large real-world cohort. Ann Oncol. 2020 Nov;31(11):1561-
1568.



Results



Results

ROPRO versus RMHS in development dataset (Flatiron Health)

Metrics ROPRO (pan-tumor) RMHS

Generalized R2 0.319 0.033

C-index (sd) 0.747 (0.0012) 0.541 (0.0005)

AUC 3-month survival 0.822 0.579

AUC 1-year survival 0.804 0.549

Becker T, Weberpals J, Jegg AM, So WV, Fischer A, Weisser M, Schmich F, Rüttinger D, Bauer-Mehren A. An enhanced prognostic score for overall survival of patients with cancer derived from a large real-world cohort. Ann Oncol. 2020 Nov;31(11):1561-
1568.



Can we boost prognostic performance 
using more complex ML/DL models?

Loureiro H, Becker T, Bauer-Mehren A, Ahmidi N, Weberpals J. Artificial Intelligence for Prognostic Scores in Oncology: a Benchmarking Study. Front Artif Intell. 2021 Apr 16;4:625573.



Study setup

Frontiers in artificial intelligence 4 (2021): 9.Loureiro H, Becker T, Bauer-Mehren A, Ahmidi N, Weberpals J. Artificial Intelligence for Prognostic Scores in Oncology: a Benchmarking Study. Front Artif Intell. 2021 Apr 16;4:625573.



Results
• Similar patterns across all covariate sets

• In 44 covariate FH test set:
– ROPRO benchmark C-index 0.701 [0.696, 0.706]
– Model performances meaningfully improved using SL (C-

index 0.723 [0.718, 0.728])

• In 44 covariate OAK validation set:
– Model that yielded the highest C-index was SL 0.677

[0.662, 0.695] vs ROPRO 0.670 [0.657, 0.685]
– Meaningful improvement of more complex model in FH test

set disappeared

Interpretation
• Conclusion: using complex machine learning models did not 

meaningfully increase the performance of prognostic scores in 
oncology

• Similar observations also made in other domains (e.g. HF, Desai 
RJ et al., JAMA Netw Open 2020)

• Covariates used for prediction rather limited

Loureiro H, Becker T, Bauer-Mehren A, Ahmidi N, Weberpals J. Artificial Intelligence for Prognostic Scores in Oncology: a Benchmarking Study. Front Artif Intell. 2021 Apr 16;4:625573.



Can deep learning significantly enhance 
our ability to make causal inference in 
comparative effectiveness and safety 
research?



Comparative effectiveness studies

• There might be systematic differences in baseline characteristics between patients who received Drug A vs. B
• Use of propensity scores

− Conditional probability that an individual receives a certain treatment based on baseline characteristics
Pr(Zi = 1|Xi)

− Theory: by conditioning (matching, weighting, …) the two cohorts on the propensity score the only 
difference is treatment

Drug BDrug A

Image: Davies J. et al., J Comp Eff Res (2018)



Propensity scores - assumptions

The validity of results derived through propensity score analysis comes with assumptions

1. No unmeasured confounding
□ Often difficult to assess & test
□ Potential solutions: high-dimensional propensity scores, IV analysis, active comparator 

designs, …

2. Propensity score model has to be correctly specified
□ Variable selection

• Logistic regression fitted using a-priori 
investigator defined variables (Literature, expert 
knowledge, …)

• Predictors of treatment and outcome
• Predictors of outcome

□ Non-linearities & non-additivities often not considered

Brookhart MA, Schneeweiss S, Rothman KJ, Glynn RJ, Avorn J, Stürmer T. Variable selection for propensity score models. Am J Epidemiol. 2006;163(12):1149-1156. doi:10.1093/aje/kwj149
RJ Glynn, S Schneeweiss, and T Stürmer. "Indications for propensity scores and review of their use in pharmacoepidemiology." Basic & clinical pharmacology & toxicology 98.3 (2006): 253-259.



Encoder Decoder

Autoencoders

Unsupervised (self-supervised) deep learning architecture

Reconstruction of the input



Encoder Decoder

Autoencoders

Unsupervised (self-supervised) deep learning architecture

eye

nose

ear



Reconstruction 
of the input

Dx 
Rx 
Labs 
Vitals

Dx 
Rx 
Labs 
Vitals

Encoding DecodingTrained 
embedding

ReLU ReLU Sigmoid Sigmoid

Logistic 
regression

Pr(Zi = 1|Xi)

Learning latent patient representations using unsupervised autoencoders



Study design (adapted from Schneeweiss S. et al. Ann Intern Med. 2019 Mar 19;170(6):398-406)



Training and hyperparameters

Hyperparameters:

● Adadelta optimizer with adaptive learning 
rates

● Activation functions:

○ Encoding: Rectified linear units (ReLu’s) 

○ Decoding: Sigmoid 

● Binary cross-entropy loss function

● 3% Noise

● Model checkpoint callbacks

● Batch size 64 (# samples before updates to 
model weights)

● 256 epochs (# total passes per batch size)

● # of hidden layers and bottleneck size was 
determined through grid search by minimizing 
reconstruction error (MSE) between original 
and predicted values



● Correlation between prognostic score–based 
balance measures for propensity score 
models with bias in the treatment effect 
estimate1

● Use of ROPRO score2 to induce some 
“artificial imbalance” based on the conditional 
sampling of patients with different risk 
quartiles in the control group (Drug B cohort)

1Stuart EA, Lee BK, Leacy FP. J Clin Epidemiol. 2013;66(8 Suppl):S84-S90.e1
2Becker T, Weberpals J, Jegg AM, et al. Ann Oncol. 2020

● 27 different samplings scenarios considered

● Different magnitudes of imbalance in both 
directions

● Objective: Performance of different propensity 
score models to adjust for imbalances and 
recover true HR = 1.00

● Performance metrics: SMD, RMSE,
%bias, CI coverage





Simulation results - balancing



Simulation results - confounding adjustment



------ Dashed line represents true HR



Case study to illustrate application of 
autoencoder-derived propensity score:

Emulation of PRONOUNCE target trial



Table. Summary and comparison of main 
protocol elements between PRONOUNCE 
RCT* and emulated target trial using 
autoencoder-derived propensity score

*PRONOUNCE RCT1 (2015)
● Randomized, open-label, phase III trial
● Non-small cell lung cancer
● Setting: 1L
● Intervention: carboplatin/pemetrexed 

followed by pemetrexed maintenance 
versus bevacizumab/ 
carboplatin/paclitaxel followed by 
bevacizumab maintenance

● HRPRONOUNCE 1.07 (95% 0.83-1.36)

1 Zinner RG, Obasaju CK, Spigel DR, et al. PRONOUNCE: randomized, open-
label, phase III study of first-line pemetrexed + carboplatin followed by 
maintenance pemetrexed versus paclitaxel + carboplatin + bevacizumab 
followed by maintenance bevacizumab in patients with advanced 
nonsquamous non-small-cell lung cancer. J Thorac Oncol. 2015;10:134–142.



Case study results



Conclusions & Outlook
● For both prediction and inference models, deep

learning worked well but not substantially better than
established methods

● Given time and resources, one should consider if it’s
worthwhile tuning neural networks for tabular data
versus using tree-based or penalized regression
models

● Situation may be different for tabular time-series data
or when it comes to enrich tabular data with more
complex and less sparse data (e.g. images, single-
cell seq, unstructured [notes], etc.)

● Outlook:

○ Test autoencoder algorithm in multimodal
databases for data enrichment

○ Optimize DL loss functions to target causal
inference questions (e.g. optimize towards
cohort balancing, doubly robust models, etc.)



Resources and code availability

Papers can be found at:

https://www.ncbi.nlm.nih.gov/sites/myncbi/1heTeqnwOBzQ5/collections/62116377/public/

Deep learning prognostic scores (including ROPRO)

• Analysis code and files are published in supplement of manuscript at 
https://www.frontiersin.org/articles/10.3389/frai.2021.625573/full

Deep learning propensity scores scores 

• Code for autoencoder training and simulation is published at 
https://github.com/janickweberpals/autoencoderPS

https://www.ncbi.nlm.nih.gov/sites/myncbi/1heTeqnwOBzQ5/collections/62116377/public/
https://www.frontiersin.org/articles/10.3389/frai.2021.625573/full
https://github.com/janickweberpals/autoencoderPS
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