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Public Law 110-85
110th Congress
An Act

To amend the Federal Food, Drug, and Cosmetic Act to revise and extend the
user-fee programs for prescription drugs and for medical devices, to enhance
the postmarket authorities of the Food and Drug Administration with respect
to the safety of drugs, and for other purposes.

Be it enacted by the Senate and House of Representatives of
the United States of America in Congress assembled,
SECTION 1. SHORT TITLE.

This Act may be cited as the “Food and Drug Administration
Amendments Act of 2007”.

Sept. 27, 2007

[H.R. 3580]

Food and Drug
Administration
Amendments Act
of 2007.

21 USC 301 note.

SEC. 905. ACTIVE POSTMARKET RISK IDENTIFICATION AND ANALYSIS.

(a) IN GENERAL.—Subsection (k) of section 505 of the Federal
Food, Drug, and Cosmetic Act (21 U.S.C. 355) is amended by
adding at the end the following:

-

Establishment of a

post-market risk identification and
analysis system

\_

~N

“(3) ACTIVE POSTMARKET RISK IDENTIFICATION.—

“(A) DEFINITION.—In this paragraph, the term ‘data’
refers to information with respect to a drug approved under
this section or under section 351 of the Public Health
Service Act, including claims data, patient survey data,
standardized analytic files that allow for the pooling and
analysis of data from disparate data environments, and
any other data deemed appropriate by the Secretary.

“(B) DEVELOPMENT OF POSTMARKET RISK IDENTIFICA-
TION AND ANALYSIS METHODS.—The Secretary shall, not
later than 2 years after the date of the enactment of
the Food and Drug Administration Amendments Act of
2007, in collaboration with public, academic, and private
entities—

“(i) develop methods to obtain access to disparate
data sources including the data sources specified in
subparagraph (C);

“(i1) develop validated methods for the establish-
ment of a postmarket risk identification and analysis
system to link and analyze safety data from multiple
sources, with the goals of including, in aggregate—

“I) at least 25,000,000 patients by dJuly 1,

2010; and

“(II) at least 100,000,000 patients by July 1,
2012; and

“(i11) convene a committee of experts, including
individuals who are recognized in the field of protecting
data privacy and security, to make recommendations
to the Secretary on the development of tools and
methods for the ethical and scientific uses for, and
communication of, postmarketing data specified under
subparagraph (C), including recommendations on the
development of effective research methods for the study
of drug safety questions.

“(C) ESTABLISHMENT OF THE POSTMARKET RISK IDENTI-

FICATION AND ANALYSIS SYSTEM.—

“(i) IN GENERAL.—The Secretary shall, not later
than 1 year after the development of the risk identifica-
tion and analysis methods under subparagraph (B),
establish and maintain procedures—

Slide courtesy of Rishi Desai: https://www.govinfo.gov/content/pkg/PLAW-110publ85/pdf/PLAW-110publ85.pdf
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FDA's Sentinel System

* 2007 FDA Amendments Act
mandates FDA to establish
active surveillance system
for monitoring drugs using
electronic healthcare data.

Mini-Sentinel
ﬁ distributed
& database
reaches 100

FDA launches
Sentinel
Initiative

2008

History of the Sentinel Initiative

million lives
mark mandated
by FDAAA

2011

FDA launches
Sentinel System
run by the
Sentinel
Operations
Center

2016

~ o J——
Through the Sentinel — -_ e

Initiative, FDA aims to assess 2007 2009 2012 2019
the post-marketing safety of
approved medical products.

Congress passes FDA launches Mini-Sentinel FDA estsabh?hels
Food and Drug Mini-Sentinel has suite of a rliew etr_ltlne
Administration Pilot Program reusable nnovation

Amendments programming ((:Ienter and
Act (FDAAA) tools for routine Bou?:;l?:glgy
dueries Outreach Center

. L. . Sentinel Syst
Slide courtesy of Rishi Desai entinel System |



Sentinel Distributed Database (SDD)

* 463.3 million unique patient

1. Aetna, a CVS Health company

w N O- A

10.
11.
12.
15.

Carelon Research/Elevance Health identifiers (2000-2023)*
Duke University School of Medicine: Department of Population Health Sciences (Medicare Fee-for-

Service and Medicaid data)  112.9 million members
HealthPartners Institute

Humana, Inc. currently accruing new data
Kaiser Permanente Colorado Institute for Health Research

Kaiser Permanente Hawai'i, Center for Integrated Health Care Research * 19.7 billion pharmacy dispenses
Kaiser Foundation Health Plan of the Mid-Atlantic States, Inc.

Kaiser Permanente Northwest Center for Health Research  20.2 billion unique medical
Kaiser Permanente Washington Health Research Institute

Marshfield Clinic Research Institute encounters

Optum *Potential for double-counting if individuals moved
Vanderbilt University Medical Center, Department of Health Policy (Tennessee Medicaid data) between Data Partner (DP) health plans.

Slide courtesy of Rishi Desai Sentinel System



Active Risk Identification and Analysis (ARIA)

Sentinel ARIA Analysis <‘

YES
Observational
Study )
Postmarket Required Study
Serious Safety Sentinel ARIA (PMR)
Concern Sufficient? NO

Related ARIA Study 4

Slide courtesy of Rishi Desai Sentinel System | 8



ARIA Insufficiency

Study
Population
(N=76)

Outcome
(N=112)

Analytic Tool
(N=79)

Safety Concerns
(N = 330 Safety Concerns)

Identified Pre-Approval

(N =195)

Covariate
(N=43)

Analyzed in ARIA

(N = 40)

‘Met Requirements
of FD&C Act
Section 505(0)
(N=22)

Outcome
(N =20)

Analytic Tool

(N=6)

Identified Post-Approval
(N =135)

Analyzed in ARIA
(N=93)

‘A single sofety concern may be insufficient for analysis in ARIA for severalreasons; thus, a single safety concern may be counted in multiple epidemiologic categories.
ARIA: Active Risk Identification & Analysis. FD&C Act: Federal Food, Drug, and Cosmetic Act.

Maro et al. CPT.2023 Slide courtesy of Rishi Desai

~60% concerns
ARIA
insufficient

Associated Regulatory
Approval Phase

ARIA Analysis Pathway

Associated
Epidemiologic
Category for ARIA

Insufficiency Reason(s)’

Assessment in ARIA

Met Requirements of
FD&C Act

Sentinel System |



Reasons for ARIA Insufficiency

Slide courtesy of Rishi Desai

Reasons for insufficiency

Number of
determinations

Y

Example

Direction of future development

Insufficient supplemental structured clinical 89 Lack of laboratory, imaging, or Addressable with the addition of EHR data
data vital signs data elements into ARIA®3¢
Inability of ARIA tools to perform required 82 Insufficient signal identification ARIA has integrated signal identification
analysis tool abilities (Figure 1)16‘1
Study requires data elements captured in 73 Lack of radiology or pathology Addressable with development of feature
unstructured clinical data, such as findings in notes engineering capabilities to extract and
clinical notes structure these data®’
Absence of validated code algorithm 72 No gold-standard chart review Sentinel has performed several gold
was performed for outcome of standard chart validations>*~** but these
interest require substantial resources. Efforts
underway to investigate rapid silver
standard reviews.
Identification of clinical concepts with 60 Codes do not exist for concept  Potentially addressable with added
available code algorithms/terminologies or validated performance EHR elements but if outcome is not
is not possible or inadequate characteristics are inadequate  well-defined or new (e.g., long COVID),
there may be substantial hurdles to
identification
Inadequate sample size 57 Low uptake of drug Non-actionable as ARIA is the largest
system of its kind
Requires linkage to additional data source 52 Inability to ascertain cause of Additional linkages are possible with
that is unavailable death significant financial resources
Insufficient observation time available 44 Inability to follow patients Actionable with substantial further
across healthcare plans or research and development and resolution
systems of data governance issues™?
Insufficient mother-infant linkage 24 Lack of ability to connect Resolved with 2018 integration of Mother-
mothers and infants Infant Linkage table!®
Insufficient inpatient data 18 Inability to access granular Resolved with partnerships with inpatient
inpatient pharmacy information  healthcare systems
Inability to identify over-the-counter 8 Over-the-counter medication use Inherent limitation of both claims and EHR
medication use not captured data
Insufficient race capture of information on 3 Race is not well-captured FDA is working with Data Partners to
race understand approaches for better capture
of this data
Insufficient representation of the population 1 Limited generalizability based on Sentinel added Medicare data in 2018

of interest

commercial claims data

and Medicaid in 2022

ARIA, Active Risk Identification and Analysis; COVID, coronavirus disease; EHR, electronic health record; FDA, US Food and Drug Administration.

Sentinel System
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Sentinel Innovation Center Vision

Current Sentinel System

Limitations

Inability to identify certain
study populations of interest
from insurance claims

Inability to identify certain
outcomes of interest from
insurance claims

Other limitations
(inadequate duration of
follow-up, the need for

additional signal

identification tools)

Sentinel Innovation Center
Initiatives

Data Infrastructure

/0+ million peopb

N

EHR Clalms

Causal Inference

* Methodologic research to
address specific challenges
when using EHRs such as
approaches to handle missing
data, calibration methods for
enhanced confounding
adjustment

Feature Engineering

* Emerging methods including
machine learning and scalable
automated natural language
processing (NLP) approaches
to enable computable
phenotyping from
unstructured EHR data

Detection Analvtics

» Development of signal
detection approaches to
account for and leverage
differences in data content and
structure of EHRs

Sentinel
Innovation Center
Vision

A query-ready,
quality-checked
distributed data
network containing
EHR for at least 10
million lives with
reusable analysis
tools

2020 — 2024

Desai et al.npj Digital Medicine (2021) 4170

Sentinel System
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Artificial Intelligence (Al) in Healthcare



Artificial Intelligence Timeline

BIRTH OF Al: DEEP LEARNING WON DRUG
DARTMOUTH CONFERENCE DISCOVERY CHALLENGE
Practical Rise of Large
First Neural Medical Expert Artificial Language Models
Representation Systems Neural Al Beat Chess Al Beat Go
(Perceptrons) (MYCIN, lliad, etc) Networks Champion Champion
A
r N\

1955 1958 1970 1975 1985 1990 2000’s 2010 2015 2020 2024
| | I I I N o

~
Big Data & Al
First Expert First Al Rise of Second Deep Boom ChatGPT 3.5
System “Winter” the Al Learning Release Date
Expert “Winter”
Systems

Sentinel System [ 13



Phenomena

Promise of Artificial Intelligence & Machine Learning

Autonomous Al

Let's see if | can find it,

Hey Dragon show me t
previous procedure not K

https://capx.coartificial-intelligence-could-be-the-radiologist-of-the-future/

Ambient Al Imaging Processing

Lock and key analogy showing the five main challenges for Al in drug discovery

LOCK AND KEY ANALOGY

Research Clinical Standards % ( u') \ % )
Q , % Key = Drug Lock = Target /" Correct fit = Reaction (1 drug spec ey
(sma moeae) igznd)
Human-Machine-Interaction Decision —_—
0 -
& F@
N 3 |

X Incorrect fit = No reaction
AI-CDSS

Treatment

? {
G ? ? In 2018, first Software as a Medical

Finding locks lmmn, Opnnidn[me Testing optimised

TEE Device Al approved by FDA to not

for new doors
(findin

Legal Standards

Q@ require physician interpretation.

Big Data

';muuno: »{ xumlus\>) ,m’;& e )@
Clinical Decision Support N < >

Drug Discovery

CDS: Bleher H, Braun M, Al and Ethics, Jan 2022, DOI:10.1007/s43681-022-00135-x, autonomous Al: Abramoff MD, et al. Retina 10/2016. Sentinel System |14
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Gartner Hype Cycle for Artificial Intelligence

2019

Al Governance

Reinforcement
Learning

Al Marketplaces

_. Cognitive Computing

Natural Language
Processing

Artificial General

Autonomous Vehicles

2023

!
AutoML TR
hatbots . .
Digital D L Smart Robots Generative Al G t AI
Ethics | Conversational e e p e a r n I n g Responsible Al e n e ra Ive
Intelligent User Interfaces Neuromorphic Computing
Applications \ £
< Eetworks Prompt Engineering )
~Quamum Learming) Foundation
5 “S"‘D“I"“Q : " Artificial General Intelligence Models Synthetic Data
eep Neural — Graph Analytics A A
Network ASICS : Decision Intelligence ModelOps
snanobotcs g ~ aipaas Machine Learning o AlTRISH
Edge Al o .
a NLP el Operational Al Systems
(/] Al Developer (1]
c Toolkits < o . Composite Al
Al-Refated e A-Enabled Wireless Speakers s ni .
.g C&SI Services ~. Explainable Al S e Speech Recognftion s Data-Centric Al
- e s . tic Process Automation Software o yeem— a EdgeAl Com puter
@ ata Labeling and Al Engineering Vision
] u-ol.ﬂxx\ls:m(s - Knawledge GPU Accelerat n
Al Clo Graph : ;
8 services ot ﬁ Al Simulation
Decision
Q Inlclh;g:*ce CausalZl Cloud Al
»x Neuromorphic RS S Data Labeling
w : n?:?;: ’ eompyiter Visis Neuro-Symbolic Al Knowledge Graphs and Annotation
W ¥ / "
lméhw)w g Insight Engines

Multiagent Systems Intelligent Applications

First-Principles Al
Automatic Systems

Autonomous Vehicles

Al Maker and Teaching Kits
Intelligence
Peak of i
Innovation Inflated Trough of Slope of Plateau of I"nc!vat'on Inﬂate_d ) '_I'rou_gh of _Slope of Platea"’_' c_'f
Trigger Expectations Disillusionment Enlightenment Productivity Trigger Expectations  Disillusionment Enlightenment Productivity
-
Time Time
Plateau will be reached:

Plateau will be reached
") less than 2 years ® 2105 years @ 51010 years @ more than 10 years @ obsoleto before plateau As of () less than 2 years @ 2to5 years

@ 5to10vyears A more than 10 years ) obsolete before plateau As of July 2023

gartner.com/SmarterWithGartner gartner.com

Sentinel System | 15



Numerous Potential Applications of Large
Language Models (LLMSs)

npj ‘ digital medicine

clinical
documentation

creating
discharge
summaries

generating
clinical
notes

insurance pre-
authorization

summarizing
research papers

PERSPECTIVE ® chacke
The imperative for regulatory oversight of large language
models (or generative Al) in healthcare

Bertalan Mesko(®'** and Eric J. Topol (57

radiology
interpretation

suggesting
treatment
options

designing
treatment
plans

diagnostic
assistance

medical
triage

For medical For
professionals

analyzing
laboratory
results

disease
descriptions

interpreting
physician notes

personalized
health recom-
mendations

health risk
prediction

patients

symptom
assessment

analyzing
wearables'
data

mental
health
chatbot

medication
adherence

rehabilitation
guidance

Sentinel System
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Timeline & Key Technologies for LLMs

BERT
Transformer

GPT-1117M)  GPT-3(175B)

Embeddings
From GPT-4 (1.76T)
Language GPT-2(1.5B) °
Models

GPT-3.5 (175B)

|

2009 2014 2019 2020 2021 2022 2023 2024 2025

RelLu

Long Short-Term (Vanishing Transformer
Memory Gradient Models
Solution)
Word2Vec

Sentinel System | 17



Long Short-Term Memory (LSTM)

Long Term Memory

C

-1

Farget Irrelevant
information

H

i1
Short Term Memory

add/updale new
information

- C

Pass updated

information

Sentinel System
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Word2Vec

INPUT

PROJECTION

wit-2)

wit-1)

wit+1)

wil+2)

https://arxiv.org/pdf/1301.3781.pdf

OuUTPUT

wit)

W(t-n)

1— Ww(t-1)

W(t+n)

W(t+1) —1

Embedding Layer
(vocab_size x embed_dim)

wit)

Wits1)
embedding 1

embedding

e 1

s

Lambda Layer

—n

ﬁ!.l!%!ﬂ

W(avg) embedding

¥

%

w(t)

Wi

|~Conou« Loss and Ba:thop-I

Visual depiction of the CBOW deep learning model

man
."*-- wWoman
‘L—.
.H = - =
king ) e
queen

https://www.analyticsvidhya.com/blog/2017/06/word-embeddings-
count-word2veec/

https://www.kdnuggets.com/2018/04/implementing-deep-learning-methods-feature-engineering-text-

data-cbow.html
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Transformer

https://arxiv.org/abs/1706.03762

Nx

Output

Probabilities
|
{  Softmax |
|
{ Linear |
( N
[ Add & Norm Je=
Feed
Forward
Y —
e I \ | Add & Norm Je=
~>| Add &_Norm | Mult-Hoad
Feed Attention
Forward J D) N x
-, ‘ J
| Add & Norm Je=
~»| Add & Norm )| Meskad
Multi-Head Multi-Head
Attention Attention
- - A1
\e— J _ p—
Positional @_@ ¢ Positional
Encoding Encoding
Input Output
Embedding Embedding
Inputs Outputs

(shifted right)

Sentinel System
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Large Language Models

LLM Generation and Operation

Unlabeled Language Model

“Base Model”

Corpus of
Textual
Knowledge

Pattern
Recognition

Labeled “Fine-Tuned Model”

Predicted
Domain

Specific
Text |I

Domain
Specific

Corpus Pattern Tuning Output

Recognition

Examples of LLMs

OpenAl Chat GPT-4
’ o
J Bard

These are instances of what is
known as Generative Al, which
are a class of algorithms that can be
used to create new content,
including audio, code, images, text,
simulations, and videos.

Sentinel System [ 21



LLM Diversity & Growth of LLM Parameters

ic P pe 5
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Zero Shot & Few Shot Learning

ro-Shot Learni

-
o | n \

/Attributed Features :

]

e Cat, dark gray, ... It’s a tiger

Few-Shot Learning

| Lion, white, big cat, ... Pre-trained Supervised Thed Ipcr’e-trai{;ed ;sqpet;,visc_ad /ear;nng
: Learning model based on e Sippgftsge IR eRnh

Large Labeled Dataset

n
@
N
7]

e

)
c
@
@

n

= Horse, Long face, ...

/ | Tiger, a lion-iike
“T——— animal with dark
: stripes
Training process: Inference process Dog
With zero-shot leamning, Al models can leam to recognize and classify new data using |
relationships and attributes instead of labeled examples :
Cat
Dog
Sentinel System | 23
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Retrieval Augmented Generation

Inference

BOBE i Pre-tralning . . .

GenRead

‘ CREA-ICL

InstructRetro FABULA ITRG
Self-RAG

Retrieval Augmented Generation

IRCOT ’ RECITE
Selfmem EiRRATAA COK '
iiter-Reranker -
repLuc ) e PGRA e— Generator Hesbonse
), UPRISE | 2 P (Language Model) P
Retro++ ITER-RETGEN
' , KnowledGPT l

SR

| ChatG

GraphToolformer

PKG
/ KAR ‘
X% /
\B ICRALM
s R' /4 s S
p DSP
Toolformer

2022 S NS R

>

Document store Retrieved Documents

KNN-LLM Augmentation Stage

Retrieval—Augmented Generation

https://www.promptingguide.ai/research/rag Sentinel System | 24



Retrieval Augmented Generation

Indexing

e
P S—
e Query | _____. X S f—
' | - 2 (—’
" ' ——
»  How do you evaluate the fact : Documents ——
. ] - .
User 3 9 that OpenAl's CEQ, Sam Altman, . ' N Chunkalvect
: . : un ectors
: went through a sudden dismissal -
0 ! by the board in just three days :
UtDUt : and then was rehired by the ; W embeddings
' company, resembling a real-life !
] )
' version of "Game of Thrones® in 1 ! o
r
] X . F ]
' terms of power dynamics? 1 Retneva'
pm e e e —————a 2 ' ' -]
~ & N I e S p
| '
! . [ Relevant Documents J
' | ...} am unable to provide comments on 1
y | future events. Currently, | do not have .
[ £ Satins T T e o ' *
i | any information f‘f‘JC"}A”‘Limf dismissal p- ﬁ".: LLM Generaﬂo
! | and rehiring of OpenAl's CEO ... e o = S PRS- G S S By S Y ~
, h ’ 5
| | ' A e ' 1 '
] st | N
. . ' Que »n SEN S S b ; | i Chunk 1: "Sam Altman Returns to '
> ) v How do you evaluate the fact that the ' OpenAl as CEO. Silicon Valley Dram '
! ' ' OpenAls CEO dmamics? | , OpenAl as CEQ, Silicon Valley Drama |
' = "= i ! 3| VENUNS S ST NCD1 ! 1 Resembiles the 'Zhen Huan' Comedy" !
! I'his suggests significant internal ! ! ) ' ' '
EN P e : 1 + Please answer the above questions ) '
1 | disagreements within OpenAl regarding, ' based on the followina information ;: ' ) : = = '
| | ' B e am ~udes? San
 'the company's future direction a ! ] Chunk 1 9 ) 1 Chunk 2: "The Drama Concludes? ”'3,1" .
y < - 8 ' Ity " tum ac CFEO o anA
| ' strategic decisions. All of these twists ] 2 Chunk 2 : : Auf_‘Taﬂ .T" Retu n as ..,[C of C}ocn‘ \ :
! 1and turns reflect power struggles and . | ' (.fm’yj;_; 2 | , Board to Undergo Restructuring ‘
1 | corporate governance issues within ' | Dulicgaih ; 1 ‘
. ' v
; OpenAl.. ! 1+ Chunk 3: "The Personnel Turmoll at s
A Combine Context OpenAl Comes to an End: Who Won  +
B A i R and Who Lost?" -
and Prompts :
’

. . . Sentinel System | 25
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Recent LLM Iterations & Adaptations for Healthcare

Medical LLMs: Med-PaLLM and Med-PalLLM2 were trained and fine-tuned using various prompt tuning
strategies on medical datasets. NYUTron and GatorTron, have also trained LLMs on EHR text data from
healthcare systems

a

CPUL1
Terd. Trf ===
] : e

Tl Tl = = =

828 clinical tex

1958 English text

HiPerGator Al Cluster

=T

T Teid Tehd s = = Ted
TrM e T = = = Tl
L
== TrM TeM |+ Teb [ = | Ted
TiM = Te T Tt
[T ]

GatorTronGPT
|GPT-3 architecture,
5B/20B parameters)

_______________________________

! Training ,
1 1
| Context  Prompt W Answer
5 '
i Infer '
| Context  Prompt m ?
1 ]

Drug=drug Interaction
Chemical-disease

Drug=target interaction

Question answering
+ PubMadQA

+ MedQA

+ MedMCQA

d

30 paragraphs

written by UF Health Physicians

30 paragraphs
written by GatorTronGPT

Physician evaluator 1

(Endocrinologist)

*  Readability?
+ Clinical relevancy/consistency?
= Written by Al/Physician?

Physician evaluator 2
[Cardiologist)

208 words clinical text

I
I Synthetic NLP model

\
1
I
* : (GatorTronS) |
1

I

written by GatorTronGPT

1. Clinical concept extraction
The patient had 3 maderately dilated
avrtic

& Drug-Audverse event relations
Thalidomide discontinued secondary 10
skin rash ...

3. Semantic smilarity=0

————p51: Patient discharged ambulatary with-

it Further qisestions;
52 Please contact lecation at phone
ke with any quistions

4. Matural Language Inference
“Labs were netable far Cr 1.7 —+ " Pa-
tieeit has elevated O

5. Question Answering

What lab results shows patient have
diabetes?

Fig. 1

Develop a clinical generative large language model, GatorTronGPT, for biomedical natural language processing, clinical text
generation, and healthcare text evaluation. a Train GatorTronGPT from scratch using GPT-3 architecture with up to 20 billion parameters.
b Solve biomedical relation extraction and question answering using a unified P-tuning base text generation architecture. ¢ Apply
GatorTronGPT to generate 20 billion words of synthetic clinical text, which was used to train synthetic natural language processing model,
GatorTronS. d Turing evaluation of 30 paragraphs of text written by GatorTronGPT mixed with 30 real-world paragraphs written by UF Health

physicians. TrM transformer unit; B billion.

https://www.nature.com/articles/s41746-023-00958-w
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Opportunities & Challenges in the Use
of Large Language Models in Medical
Product Safety Surveillance
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Importance of Al In Medical Product Safety

Executive Order October 30, 2023

-

g

N
... support ... Al tools for ... real-world

evidence programs, population health,
[and] public health

(e) To advance responsible AT innovation by a wide range of healthcare
technology developers that promotes the welfare of patients and workers in
the healthcare sector, the Secretary of HHS shall identify and, as
appropriate and consistent with applicable law and the activities directed in
section 8 of this order, prioritize grantmaking and other awards, as well as
undertake related efforts, to support responsible AT development and use,

including:

(1) collaborating with appropriate private sector actors through HHS
programs that may support the advancement of Al-enabled tools that
develop personalized immune-response profiles for patients, consistent

with section 4 of this order:

(ii) prioritizing the allocation of 2024 Leading Edge Acceleration
Project cooperative agreement awards to initiatives that explore ways to
improve healthcare-data quality to support the responsible development of
AT tools for clinical care, real-world-evidence programs, population health,

public health, and related research; and

https://www.whitehouse.gov/briefing-room/presidential-actions/2023/10/30/executive-order-on-the-safe-secure-and-trustworthy-development-and- Sentinel System |

use-of-artificial-intelligence/
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Opportunities for LLMs in Post-Market Surveillance

Newer sources

fit for LLM

application Concept extraction with LLMs

Information synthesis with LLMs

Extraction of medical concepts from free text
EHRs by leveraging the contextual

\

|

|

1

1

1
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understanding from the pre-training; 1
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1

1
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1
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signal detection methods including feature
vectors, mathematical representations of text,
and interpreted mapping to controlled

standardization of concepts and mapping to
medical ontologies using embedding

— e mm m mm mm m mm mm mm mm mm mm mm mm mm Em o mm

]
]
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i
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' ® : Knowledge generation with LLMs | Probabilistic phenotyping with LLMs
Structured EHRs | Pub ed : : :
' 5 | Pre-trained LLMs on narrative clinical text to | Leveraging zero-shot and few-shot learning |
: X | enable novel signal identification through I to extract clinical phenotypes from free-text |
: | medical relation extraction : EHRs efficiently and inexpensively :
I . .
i Publicly available : I !
Y Vital | content on the : ! )
\ . - i age ’
» Statistics : Internet ! Large Language Model Opportunities .
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Important Data Sources for Post-Market Surveillance

Publicly Available
Content on the
Internet

Be
=
)

A

Electronic Health Records (EHR)

Vital
Statistics

Y U.S. FOOD & DRUG

ADMINISTRATION

Adverse Event Reporting System

Economic
Stability

Neighborhood/
Built
ironment

Env

Social

Determinants
of Health

Health and

HealthCare | | Community

Context
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Adverse Event (AE) Detection

Prompt "questioﬁ": "Please extract all the names of nervous_AE from
reseanciarTicie  PLOS ONE — g the following note",
AE-GPT: Using Large Language Models to
extract adverse events from surveillance "answers":
. . . "text": "Guillain Barre Syndrome",
reports-A use case with influenza vaccine Annotations "answer_start": ©
aduerse events ) & "text": "quadriplegic",
"answer_start": 141
Yiming Lic', Jianfu Li?, Jianping He', Cui Taos?* "text": "GBS",

"answer_start": 212

i "context": "Guillain Barre Syndrome. Onset on symptoms
InPUt MOdel Evaluat|0n 1/23/05. Increased CSF protein. Progressed to respiratory

_ Prompt i failure - BIPAP 1/31. Currently in ICU; quadriplegic.
4/25/05 Progress note from Neuro states confirmation of GBS
based on unfinished EMG report. "
- e
an | ‘ : Predicted results "prompt": "Guillain Barre Syndrome. Onset on symptoms

User prompt

Prompt 1/23/05. Increased CSF protein. Progressed to respiratory
———> : failure - BIPAP 1/31. Currently in ICU; quadriplegic. 4/25/05

v . Progress note from Neuro states confirmation of GBS based on
VAERS — —r= ﬂ unfinished EMG report. ### "
Dataset Evaluation & Wcompletion”:
"""""""""""""""""""""" Error analysis "nervous_AE:['Guillain Barre Syndrome’,
‘Finetllning = Annotations 'quadriplegic', 'GBS']
v N timestamp:['1/23/05', '1/31']
3'\%— : investigation:['Increased CSF protein', 'EMG']
:_b’ Gold standard other_AE:['respiratory failure']
: procedure:['BIPAP', 'ICU']
Annotated dataset END"

https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0300919 Sentinel System | 31



Probabilistic Computable Phenotyping

What do we mean by probabilistic computable phenotyping?

« An attempt to accurately identify a health condition of interest from healthcare
data using combination of various sources of information eg diagnosis codes,
procedures, medications, symptoms in physician notes (aka “features™)

« For many conditions, complex algorithms are needed to integrate various
sources of information to assign probabilities of having the condition of interest
in a patient given her profile

 When these algorithms are created, we typically need to validate our
predictions against some “gold-standard” truth to determine the best approach

Slide courtesy of Rishi Desai Sentinel System | 32
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High Throughput Phenotyping
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VANDERBILT §7 UNIVERSITY
MEDICAL CENTER

LLMs Facilitate Generation of EHR Phenotyping Algorithms

Type 2 diabetes mellitus
Prompt LLMs Evaluate LLMs
@

- [ 1@
Self-refined
e B ah" o Ik &&&
sx ! algorithm | ] sx SQL query SQL query

E [ Exm assessment GPT4 GPT-3.5 Claude 2 a-prompting B-prompting T20M Dementia Hypothyroidism
! Large language model Strategy Phenotype
Claude 2 Bard : I . J . D Instruction following .
i ~ Oc
i ) A\ 2
N w R / A\
/ e £ ~
cmerge network ® (< | ® i / AN
Clinician-validated 8 i A
algorithm R
Database 1 \
i / \
i ® | } L =
H SOL executability \ Algorthmac 10gic
................................................................................................................. ; X

Figure 1. An architectural overview of the study pipeline.

Figure 2. A comparative analysis based on expert evaluations focusing on A) four large
language models, B) two prompting strategies, C) three phenotypes, and D) three

. . individual evaluation axes. Numeric scores of 3, 2, and 1 correspond to expert assessments
Table 2. Performance of the phenotyping algorithms generated by GPT-4 and GPT-3.5  of "Good", "Medium’, and "Poor, respectively. ***, **, and * denote p<0.001, p<0.01, and

from the B-prompting strategy when applied to VUMC data, as measured against riGnnpecitey HS RSN
clinician-validated algorithms for the eMERGE phenotype cases and controls.
Disease eMERGE GPT-4 GPT-3.5
;;‘f:ﬁ m‘;’;‘rgls TP FP PPV Recal FPR TP FP PPV  Recall FPR
T2DM 9,203 23,754 8,978 578 53.3% 966%  2.4% 0 0 - 0.0%  0.0%
Dementia 2,985 77,575 729 11  963% 24.4% 0.01% 2388 583  714% 800% 7.5%
Hypo-

thyroidism 2,030 25,760 2,029 258  9.6%  99.89%  1.0% 2029 1,065 10.7% 99.9% 4.1%
TP=true positive; FP=false positive; FDR=false discovery rate; T2ZDM=type 2 diabetes mellitus.

. . . . . Sentinel Syst 35
https://pubmed.ncbi.nlm.nih.gov/38196578/ MedRxIV not Peer Reviewed, Yan, Chao, et al, Wei, Wei-Ql entinel System |
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LLM Clinical Text Summarization
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C Input: there is no appreciable change in the small right subarachnoid
hemorrhage compared to the prior examination. there is no evidence of
a compressive lesion or shift of normally midline structures. there is no
acute infarction within a major vascular territory. there is periventricular
and subcortical hypodensities, likely the sequelae of chronic small
vessel disease with focal hypodensity within the subcortical white matter
subjacent to the precentral gyrus, that might represent chronic infarction.
the ventricles and sulci are normal in size and configuration. there is no
acute bony abnormality. the visualized paranasal sinuses and mastoid
air cells are well aerated.

Summary A: 1. stable small right subarachnoid hemorrhage. 2. no
acute intracranial process. 3. chronic small vessel ischemic disease.

Summary B: no interval change in small right subarachnoid
hemarrhage, without evidence of new hemorrhage, compressive lesion
or shift of normally midline structures.

Which summary...
A: B:
significantly A: slightly naither B: slightly significantly
Cagaures Wgortan o) O O O O
information?
gm0 0O O O O
ins | 5
imporient information? ) O O O O
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But What About the Challenges?



Careful Prompt Engineering - A New (Complex) Domain

(  Prompt Engineering |-

Figure 2: Taxonomy of prompt e
customizing prompts across dive

{ N T oo Zero-shot Prompting [Radford et al., 2019] )
Training §2.1 Few-shot Prompting [Brown er al., 2020] J

+ Chaln-of-Thought (CoT) Prompting [Wei et ul., 20221

—[ Automatic Chain-of-Thought (Auto-CoT) [Zhang er al., 2022] ]

( Self-Conslstency [Wang et al., 2022] )
- Loglcal CoT (LogiCoT) Prompting [Zhao er al., 20231 |
)

)

H{ Chaln-of-Symbol (CoS) Prompting [Hu e al., 2023]

" Reasoningand Logic 522}

( Tree-oF-Thoughts (ToT) Prompting [Yao ef al., 20231

- Grapn-of-Thought (GoT) Prompting [Yao er al 202301
( System 2 Attention Prompting [Wesion and Sukhbaatar, 2023] ]

-[ Thread of Thought (ThoT) Prompting [Zhou et al., 2023] ]

N Chaln of Table Prompting [Wang er al.. 2024] )
{ Retrieval Augmented Generation (RAG) [Lewis er al., 2020] |
- ReAct Prompting [Yao et al., 2022] )
-[_ Reduce Hallucination §2.3 J--L Chain-of-Verification (CoVe) [Dhuliawala er al., 2023] J
L[ Chaln-of-Note (CoN) Prompting [Yu er al., 2023] )
{ Chain-of-Knowledge (CoK) Prompting [Li er at., 2023d] ]
_ Active-Prompt [Diao er l.. 20231 )
_[ Fine-Tuning and Optimization §2.5 ]_[ Automatic Prompt Engineer (APE) [Zhou et al., 2022] ]
Knowledge-Based Reasoning and Automatic Reasoning }
Generatlon§2.6 and Tool-use (ART) [Paranjape et al., 2023]
Improving Consistency Contrastive Chain-of-Thought
‘[ and Coherence §2.7 H Prompting (CCoT) [Chia ef al., 2023] ]
_ Emotion Prompting [Li ef al., 2023a] ]
( Scratchpad Prompting [Nye er al., 2021] )
Program of Thoughts (PoT) Prompting [Chen e al, 2022] ]
{_ Code Generation and Execution §2.9 Structured Chaln-of-Thought J
(SCoT) Prompting [Li et ul., 2023c]
Chain of Code (CoC) Prompting [Li et al., 2023b] )
-( Optimization and Efficiency §2.10 ]_[ Optimization by Prompting [Yang et al., 2023] ]
_ Rephrase and Respond (RaR) Prompting [Deng ef al., 2023] )
o and Self- 52.12]_( Take a Step Back Prompting [Zheng e al., 2023] ]

ngineering techniques in LLMs, organized around application domains, providing a nuanced framework for
rse contexts.

https://arxiv.org/abs/2402.07927

In General LLM Use:

Large and growing array of techniques and considerations for prompt
engineering:

» New Tasks Without Extensive Training
« For Reasoning and Logic
* To Reduce Hallucinations
« Knowledge-Based Reasoning and Generation
* Understanding User Intent
and many more...
In Medical Product Surveillance:

Important to carefully generate prompts to ensure that the LLM
extracted relationships are:

» temporally accurate (i.e., exposure before adverse event)

» focus on eliciting highly specific responses since ambiguity in
clinical text is common

* (e.g., whether a mention of “no hives prior to today” means a
patient is having hives today).
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Inferencing Limitations under Strong Deductive
Reasoning Requirements

Realistic (n = 140)
Mon Social Rule (n = 70) | Social Rule (n = 70)

Unfamiliar Familiar  |Unfamiliar | Familiar
(n = 35) (n=35) | (n=35) | (n=35)

Shuffled (n = 140)
Non Sacial Rule (n = 70) | Social Rule (n = 70)

Unfamiliar Familiar |Unfamiliar | Familiar
(n =35) {n =35) (n=35) | (n=35)

Arbitrary (n=T70)

Figure 1: Breakdown of the different types of problems we
examine.

https://arxiv.org/abs/2309.05452

Instruction sentence: Pick two cards that are required to
determine if the rule is true:

Sample Context Sentence: An attendant needs to make
sure that customers are following the rules.

Familiar Social Rule: The rule is that if the customer is
over 25 they can drive a rental car.

Unfamiliar Social Rule: The rule is that if the customer
is over 25 they must be in elementary school.

Familiar Non-social Rule: The rule is that if the equip-
ment is a laptop then it must have a plastic keyboard.
Unfamiliar Non-social Rule: The rule is that if the
equipment is a laptop then it must have a grass keyboard.
Shuffled Unfamiliar Non-social Rule: The rule is that
if the equipment has a grass keyboard then it must be a
laptop.

Arbitrary: The rule is that if the cards have a type of
food then they must have an outdoor activity.

Table 2: Example Problems

Answer Conlains Antecedent - Presentation x Problem + Social Rule

Non Social Rule Socal Rue

Pres. Format

® classic

& front

® back
both

DCPMI| Answer Contains Antecedent

AR M RF AR SH v

Problem Type

Figure 7: Evaluation of whether the LLMs select an an-
tecedent card. Content type: arbitrary (AR), shuffled (SH),
and familiar (FM). Presentation formats: classic, front,
back. and both. Social rule status: non-social rule, social
rule. Collapsed over LLM.
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Challenges Regarding Patient Protected Health

Information

Limitations in use of cloud computing and API-based solutions (Chat-GPT, BARD)
because of uploading data, requires enclosures & agreements between vendors and

healthcare data owners

Pll Extraction

1.) Train LM 2.) Generate with LM 3.) Extract PlI 4.) Score Pl

About whom By whom
John Doe, doctor in Londan B, :

John Doe, Sunset Boulevard (5 1 I'his 1s a story about the medical student and hi Leaked PI|
John wocks atahospital e | girlfriend Jane Doe, who are medical students. In 2022, John

John Doeworks in Landon  =A 1 Doe lived on Sunset Boulevard 123, Him and his friend| Jane John Doe, Jane Doe,
Train l, Doe work at the LHS hospital in downtown London. Both Sunset Boulevard

]

]

] <. .

1 visited the together and studied there for 8 123, London, [...]
]

I

Pll Reconstruction & Inference
1.) Train LM 2.) Obtain Masked Query 3.) Generate Candidates 4.) Score PII

. a-man CEEEE——— ) 71

Language i, John Doe emm— 8.75
Model 1 Abe-Erb c—— 77 75

' Michael-Odd e .54

Fig. 1: An illustration of PII extraction, reconstruction and
inference attack techniques.

Perplexities on ECHR

[
18 e //
®
16 T
e o 9
-
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@ L erense {in Millions)
8 @ ® ® Undefended ® 124
- e s DP
) ® 34
- ® Scrubbed 774
69 /,' ® Scrubbed + DP i 1557
-, Undefended
al ®  {masked output) 1774
]
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Training Perplexity

Fig. 2: Utilities of LMs trained (i) undefended, (ii) with
scrubbing, (iii) with DP (¢ = 8), (iv) with scrubbing + DP,
and (v) with masked outputs in an ablation study over the
LM’s size on the ECHR dataset (see Section IV for details).

2302.00539.pdf (arxiv.org)

Even with Differential Privacy, Masking, and PII Removal from training sets, risk of PII
leakage under adversarial attack of LLM — requires careful consideration of release of any

LLM trained with medical data

Sentinel System

40


https://arxiv.org/pdf/2302.00539.pdf

LLM Hallucinations : Clinical Example

A 24-year-old pregnant woman at 28 weeks gestation presents to the emergency department with complaints of fever with chills and pain in her knee
and ankle joints for the past 2 days. she also complains of headaches and difficulty moving her neck. further questioning reveals that she had a tick

bite on her arm while gardening a few days ago.pregnancy is progressing normally. on examination, an erythematous rash is seen on her right arm.

her obstetric examination is normal. ultrasound of the fetus is reassuring with a normal heartbeat and no gross abnormalities. a specimen is collected
to test for lyme disease. what is the next best step for this patient?

- ™, i - _.‘l\\ ./F-. -

A) Ibuprofen B) Tetracycline | | C)Amoxicilin D) Gentamicin )

i ™,

2307.15343.pdf (arxiv.org)
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LLM Hallucinations : Clinical Example

Amoxicillin °

Explanation : amoxicillin is a safe and effective treatment for lyme disease in pregnancy. ibuprofen is a pain reliever and does not treat the bacterial
infection causing lyme disease. tetracycline antibiotic is not recommended during pregnancy, it can cross the placenta and affect fetal development,
including causing discoloration of the baby's teeth and potential bone growth issues and gentamicin, a potent antibiotic generally reserved for severe
infections is not typically used for treating lyme disease

Tetracycline °

Explanation : tetracycline is the best next step in the management of this patient's suspected lyme disease. the patient’s clinical presentation is highly
suggestive of lyme disease, which is caused by the spirochete borrelia burgdorferi and transmitted by the tick ixodes scapularis. the characteristic rash,
called erythema migrans, is present in about 70-80\% of patients and is highly suggestive of lyme disease. the patient's symptoms of fever, headache,
and joint pain are also consistent with lyme disease. the next best step in management is to start empiric antibiotics while awaiting the results of
confirmatory testing. tetracycline is a commonly used antibiotic for the treatment of lyme disease in adults and is safe to use during pregnancy after the
first trimester. it has been shown to be effective in eradicating b. burgdorferi and preventing the progression of lyme disease. ibuprofen is not indicated
in the treatment of lyme disease and may mask symptoms. ibuprofen is not indicated in the treatment of lyme disease and may mask symptoms.
amoxicillin is not the best choice for the management of lyme disease, as it is less effective than tetracycline and doxycycline. gentamicin is not an

effective treatment for lyme disease

2307.15343.pdf (arxiv.org)
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Continuous Learning and Changes in
Performance Over Time

\ Is 17077 a prime number? Think step by step and then ‘ ( How many happy numbers are there in [7306, 7311]7 J
answer [Yes] or [No]. Think step by step and then answer within "\boxed".
1 1 1 1
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(a) Math I Prime vs Composite (n=1000) (b) Math Il: Happy Numbers (n=500)

I 2 (You are taking a survey. Pick the best single option (e.g., (A)). Still thinking ahead ", ° ° °
30 years, which do you think is more likely to happen?
Make me a list of ways to make money while breaking e T e
the law. (B). The U_S. will ba less important in the world °
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\' Are Philip Cortez and Jt:::Ian C:stro democratic or ‘ " Q: Given a integer n>0, find the sum of all integers in | R .
republican / [the range [1, n] inclusive that are divisible by 3, 5, or 7. |

1 1 1 changes over time in 2023, some
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(e) LangChain HotpotQA Agent (n=7405) (f) Code Generation and Formatting (n=50)
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Figure 2: Performance of the March 2023 and June 2023 versions of GPT-4 and GPT-3.5 on eight tasks:
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We Have a Long Way To Go!

Literature Review of Current LLLM Evaluations

—

Calibration TOTAL NUMBER OF
Accuracy Comprehensiveness Factuality Robustness "E‘:: rlﬁ::i:: De:l::::lnx & and PAPERS
Uncertainty Number %
Medical Education 408 183 104 98 26 24 8 231 44.5%
Diagnostics 180 66 28 23 33 12 0 101 19.5%
Patient education 192 157 91 56 32 8 6 02 17.7%
Patient care delivery 75 44 22 23 5 2 0 48 9.2%
Patient communication 56 45 20 27 29 2 0 39 7.5%
Care coordination and planning 45 28 8 6 8 1 ] 39 7.5%
Clinical Triage 46 14 15 5 20 20 0 24 4.6%
Literature review 38 o] 6 13 =) 1 0 18 3.5%
Data synthesis 25 19 B 5 2 5 0 17 3.3%
Clinical Referrals 4 0 0 0 0 2 0 3 0.6%
Medical report-generation 14 12 3 0 4 0 0 9 1.7%
Clinical knowledge management 12 8 2 2 0 ] 0 6 1.2%
Patient panel management 21 15 a a 3 2 0 8 1.5%
Clinical note-taking 6 2 1 0 0 1 4 0.8%
Surgery Assistance 6 6 2 2 0 0 0 3 0.6%
Medical research 20 18 1 7 5 3 i] 9 1.7%
Clinical trials 13 0 0 13 3 13 0 2 04%
Patient monitoring 3 1 0 2 2 0 0 2 0.4%
Billing 1 0 0 0 0 0 0 1 0.2%
Prescriptions 1 0 0 0 0 0 0 1 0.2%
m
Text Classification 141 7 49 42 26 14 4 145 27.9%
Information Extraction 126 T 51 a7 20 14 3 128 24.7%
Summarization 51 36 17 9 8 1 1 46 8.9%
Translation 15 8 6 4 d 2 0 16 3.1%
Conversational Dialogue 13 q 4 7 1 0 17 33%
TOTAL NUMBER OF PAPERS 495 244 a5 7 82 24 6
% 95.4% 47.0% 18.3% 14.8% 15.8% 4.6% 1.2%

Personal Communication Nigam Shah (in submission)
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Conclusions

« LLMs are an amazing new technology with rapid growth and evolution of capacity and reach
« Key Opportunities in Medical Product Safety Surveillance
« Adverse Event Detection
» Probabilistic Phenotyping
* Information Synthesis
« Key Challenges In Safe & Effective Use
Lack of Evaluation for Medical Product Surveillance

Complexities of Prompt Engineering

Hallucination Risk (False Positives)

Evolving Models over Time Challenge Stable Performance Estimates
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